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Source: Cisco Visual Networking Index: Global Mobile Data Traffic Forecast Update, 2013–2018 
Ericsson Mobility Report, Nov. 2013 
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Current approach 
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Ø Quality of Experience approaches 
Ø Techno-centric approach:  

Ø  Evaluation based on network performance. 
Ø  Usually one dimension for user’s perception evaluation (i.e., 

low, fair, good). 
Ø  User’s perception is primarily a result of traffic load, 

scheduling and routing techniques. 
Ø User-centric approach:  

Ø  Evaluation centered on human factors. 
Ø  Interdisciplinary approach, incorporating elements such as 

beauty, enjoyment or fun. 
Ø  User’s perception is associated to what people think and 

human needs. 

Current approach 



7 

Ø Techno-centric approach in current mobile 
networks 
Ø Bearer Model - QoS based  

Ø  Traffic separation based on specific QoS 
requirements. 

Ø  Bit rate  (maximum/guaranteed) definition. 
Ø  Traffic prioritization based on services, no 

QoE considerations. 

Ø QoS/QoE gap:  
Ø  Good QoS not always generates good QoE. 
Ø  Lack of insight in the totality of dimensions of 

customer’s experience. (Human-computer 
Interaction) 

Ø  QoE improvement new approach to design 
network infrastructure.  

Current approach 
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QoE: “the overall acceptability of an application or service, as perceived 
subjectively by the end-user.” [2] 	
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Ø Video Scenario – QoE issues 
 

Ø  Buffering, stalling and stuttering. The percentage of time spent in buffering 
(buffering ratio) has the largest impact on engagement across all types of 
content. 

Ø  Poor visual quality. Since lower bitrate streams correspond to poorer quality 
viewing experiences, the higher the average bitrate the better. Quality has a 
higher impact on live content compared to VOD. 

Ø To maximize engagement an optimal viewing experience must be delivered 

 

Proposed approach 
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QoE architecture 
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QoE architecture 

QoE-aware engine 
Ø Evaluates the information sent by mobile 
terminals and make resource allocation 
decisions. 
Ø Placed in the radio interface/content server. 
Ø Interruption detection  

Application monitor 
Ø Sends the content processing and 
buffer status to the QoE-aware engine. 
Ø Located in the mobile terminal. 
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QoE architecture – FION approach 

  
•  BS and radio access network (RAN) aware about what happens in each 

terminal.  

•  Fast detection and attention to QoE problems. 

•  It requires implementation of packet inspection activation at the BS. 
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QoE architecture – FION approach 
A.  QoE evaluation-based resource allocation. 
 

CHAPTER 3. RESOURCE MANAGEMENT FOR FUTURE MOBILE NETWORKS26
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Figure 3.3: QoE results comparison among different allocation schemes, with 30% of users
receiving High Movement Videos (HC) and 70% of users receiving low movement videos
(LC). No of users: 20. Display Format QCIF and H.264.

• Proportional QoE: In this scheme, all the users are ranked with their respective QoE
level of improvement values. At each time interval n, the RM calculates the QoE
value for each user considering both scenarios: Resource allocated (QoE

allocated

)
and resource no allocated (QoE

noallocated

). Then, the difference between the two
calculated QoE values is computed, and the time slot assigned to the user with the
maximum difference or delta value. So, the user selected will be:

max

!
QoE

allocatedl,n ≠ QoE
noallocatedl,n

"
(3.3)

• Lowest QoE: For every scheduling event n, the RM selects and allocates the re-
source to user with the lowest QoE value in the previous scheduling event (n-1). So,
the user selected will be:

min (QoE
l,n≠1) (3.4)

To investigate the performance of the proposed RRM schedulers in a wireless infras-
tructure we performed extensive simulations of a wireless network focusing on the down-
link connection between the base station and the user devices (between 4 and 20) request-
ing video streaming content and considering a snapshot of the system during 5 minutes.
The detailed simulation parameters can be found in [83].

The results displayed in Fig.3.3 show the average MOS values, obtained for the two
types of users (20 in total) with the three different RRM schemes. It can be seen that
including QoE information in the resource schedulers (proportional QoE) can lead to an

Ø An improvement of 140% in QoE grade for 
videos with high movement level. 
 
Ø Very limited loss (around 3%) for low 
movement videos. 
 
Ø Initial insights about the potential of using 
QoE-aware solution in the resource allocation 
schemes. 
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QoE architecture – FION approach 
B. Buffer-based resource allocation 

Ø Target total duration of interruptions (TDI) – 90th percentile: 30s 
(10% total video duration) 
 
Ø Improvement of 2.9 times in terms of the number of users 
experiencing 30s or less. 
 
Ø Same infrastructure providing better QoE to more users. 
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QoE architecture – FION approach 
B. Buffer-based resource allocation (Considering waiting, downloading and offline 
time) 
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Ø  Reduction in the average TDI goes from 74%(with 5 users) to 8% 
(with 25 users) with MixedB scheme compared to PF scheme. 
 
Ø  Schemes only focused on the evaluation of online times (WaitingB/
DownloadB) reduce the performance of the system increasing TDI. 
 
Ø Schemes looking at the buffer capacity can guarantee a reduction in 
the length of the interruptions. 
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QoE architecture – FION approach 
B. Buffer-based resource allocation (Considering waiting, downloading and offline 
time) 
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Ø   Although PF shows the best performance when maximum length of 
interruptions is considered, observing the frequency of the 
interruptions, PF shows the higher frequency values compared to the 
proposed schedulers. 
 
Ø   PF shows around 25% more interruptions during the playback than 
the best of the other considered RRM schemes. This recurrence in the 
number of interruptions will affect the user’s perceived quality more 
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QoE architecture – OTT approach 

  

•  ISP responsible only for transporting IP packets . 

•  Resources controlled by content provider. 

•  Impacted by core network load. 
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QoE architecture – OTT approach 

profile A: Interested on few 
interruptions 

profile B: More importance 
to the resolution 
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QoE architecture – OTT approach 

0"

0,5"

1"

1,5"

2"

2,5"

3"

3,5"

4"

4,5"

5"

High"Quality" QoE5aware" Interrup<on" Distributed"
Interrup<on"

Av
er
ag
e'
Q
oE

'M
O
S'
Sc
al
e'

Schedulers'

Ø    While the reference case can guarantee less 
than 10s of interruptions only in 5% of the video 
playbacks, Distributed Interruption allows 
increasing in 85% the probability of experiencing 
the same amount of interruptions. 
 
Ø    High average QoE is obtained with the use of 
the QoEaware scheme, where an increase of 60% 
regarding the reference case is possible. 
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Conclusions 

Ø  User’s QoE can be improved by incorporating a more user centric 
approach in the resource allocation: 

•  Viewer measurement: Continuous, real time, in browser viewer 
monitoring across platforms 

•  Dynamic stream adjustment: Per viewer quality decision making 
in real time, based on multi-bitrate and multi-CDN optimization 

•  Network quality mapping: Preemptive intelligence, based on local 
and global data identifies congestion and drives preventative 
stream adjustments 

 
Ø  Inclusion of QoE related information could support the network 

resource management and impact user’s service appreciation. 
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Ø To identify how commercial strategies design and deployment infrastructure 
plans might consider QoE and user’s perception.  

 
Ø  To identify important challenges they will face regarding QoE improvements 
and user centric design.  

ü Content consumption  
ü Type of devices 
ü New services 

 
Ø To provide elements that can support the use of QoE as competitive/
differentiation factor in the provision of telecommunication services.  

 

Future Work 
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Thanks for your attention!! 

Questions? 
 

lgmb@kth.se 


